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*is paper studies the information of big data in the digital publishing industry chain and adopts advanced algorithms for its
fusion calculation.*e basic theory of digital publishing ecological chain is dissected, the construction requirements, construction
methods, and construction paths of digital publishing ecological chain are analysed, and feasible construction measures are
proposed. It also defines the connotation of the fusion of knowledge services between publishing institutions and libraries in the
digital era; then analyses the characteristics and principles of the fusion of knowledge services between publishing institutions and
libraries in the digital era; and finally sorts out the theoretical foundations such as synergy theory, information integration service
theory, and game theory. Meanwhile, this paper also studies the flow of digital publishing resources and empirically analyses the
eco-efficiency of digital publishing eco-chain by using metabolic network analysis, population analysis, and life cycle analysis, and
it finds the eco-efficiency problems of the existing e-book eco-chain from its analysis. Finally, the imbalance in the digital
publishing ecological chain and its hazards are analysed, and specific regulation and optimization measures are proposed. *e
research in this paper makes up for the deficiencies of related studies and can well solve the problems that exist in the previous and
provide theoretical support for the healthy development of digital publishing enterprises.

1. Introduction

In the digital era, the application innovation and integration
development of technologies such as big data and cloud
computing, and the diversified and personalized develop-
ment of users’ knowledge needs have put forward new re-
quirements for both publishers and libraries. To seek
development, publishers and libraries must reach a con-
sensus on the integration of knowledge services and realize
digital transformation and upgrading as well as the inno-
vation of knowledge services [1]. With the development of
the mobile Internet and the progress of related digital
technologies, the reading and consumption habits of au-
diences have changed greatly, and the demand for infor-
mation and knowledge is more inclined to personalization
[2]. *e growing market demand of users for personaliza-
tion, specialization, and high-precision docking has driven
knowledge services forward.

*ese ecological problems seriously plague the devel-
opment of digital publishing enterprises and restrict the
transformation and upgrading of the whole publishing in-
dustry, which need to be solved urgently [3]. However, the
existing digital publishing theories have many defects in
dealing with such problems and lack effective means to solve
them. *erefore, it is necessary to draw on new theories to
conduct research on such problems and provide theoretical
support for the healthy development of digital publishing
enterprises [4]. *is paper draws on the theories and
methods of ecological research, starts from the ecological
problems faced by digital publishing, and conducts research
on the digital publishing ecological chain formed by digital
publishing enterprises in digital publishing activities, takes
the construction of the chain, resource flow, and ecological
efficiency as the breakthrough of the research, combines
them with case studies to provide a theoretical basis for
analysing and solving such problems, and also provides
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support for the sustainable development of the digital
publishing industry.

Especially, at the current early stage of digital publishing
development, this kind of practical guidance is promising.
*e second is to discover new research methods to serve the
industrial analysis of digital publishing, eliminate hidden
kinds of problems, and make digital publishing more vital
[5]. *e fundamental purpose of this paper is to promote the
benign development of digital publishing. *is paper is
dedicated to creating a benign ecological cycle model of
digital publishing and providing model support for the
benign development of digital publishing.

At present, digital publishing enterprises, which are still
in the primary stage of digital transformation, are relatively
backward in their digital publishing platform information
construction compared with other industries and have not
yet formed a systematic customer management program,
and the quality of customer behaviour data and efficient data
analysis techniques cannot be guaranteed, so the manage-
ment of customer data information of most publishing
enterprises is in a bottleneck state. However, in the digital
publishing industry, some digital publishing enterprises
have already started to find a way to break through this
bottleneck by referring to the implementation of customer
relationship management strategies in other industries.

In order to solve the optimal solution of the big data
information fusion algorithm in the digital publishing in-
dustry chain, the existing algorithms cannot meet the re-
quirements of high precision and high efficiency in reality, so
we compare several mainstream algorithms and fusion, the
best algorithm is obtained by comparing the accuracy and
efficiency of information fusion, and the best algorithm is
used in the actual process.

2. Current Status of Research

For example, Davidson defined the concept of data ware-
house (DW) and proposed a solution to the predata prep-
aration problem of data mining [6]. Song pointed out the
four main techniques used in the process of data mining [7].
Yang and other scholars elaborated the relevant aspects of
data mining, etc. [8]. *e authors of this paper have also
discussed the content of data mining. In terms of software
application development of data mining systems, the fol-
lowing are relatively influential ones in the world: Clem-
entine from SPSS, Enterprise Miner from SA, and Intelligent
Miner from IBM. In the actual software application process,
there are many classic cases related to data mining [9]. *e
data mining model built based on application software not
only effectively improves the proportion of data error de-
tection but also reduces the time spent on data mining
analysis with the improvement of data quality control au-
tomation, which reduces the time cost of enterprises [10].
*e research on data mining mainly revolves around the
introduction and correction of the elaboration of data
mining algorithms and the implementation of data mining
in specific industry sectors. Also, Chinese research scholars
have conducted detailed research on data warehousing, such
as Yudhistyra’s research on data warehouse design methods

for Internet-based information systems, and proposed the
development and implementation of information systems
for applications such as analytical processing and decision
support systems based on this system [11]. Ji and other
scholars proposed a data warehouse-based customer analysis
system [12]. Van combines the macro policy background
and China’s digital publishing industry situation and be-
lieves that China has made new attempts in content re-
sources, product forms, and marketing methods among the
convergent publishing based on knowledge services, but in
the future, development should fully consider the charac-
teristics of mobile Internet and improve the use of technical
tools, content organization standards, product production
process, and user interaction [13].

*is capability requires the digital publishing ecosystem
to provide sustainable development for digital publishing,
while also allowing the entire digital publishing ecosystem to
obtain a circular development mechanism. According to
Mohamed, the new medium is nothing but new distribution
platforms and new distribution channels [14]. *e increase
of channels will stimulate a stronger demand for excellent
content, while the competition of platforms will continu-
ously enhance the value of content and achieve the elimi-
nation of the best and the worst, thus producing a virtuous
cycle of the digital publishing ecosystem [15].

Zhao et al. argue that the business ecology of publishing
in the online environment has three characteristics: dy-
namic, organized, and evolutionary, with emphasis on
growth and dynamics as he focuses on growth and dynamics
as the endogenous causes of ecology [16]. Some scholars
have borrowed the traditional ecological chain character-
istics and applied them to digital publishing as the char-
acteristics of digital publishing ecological chain. Using
business ecosystems in describing the cultural industry, Liu
argues that there are adaptive, evolutionary, networked, and
self-organizing characteristics of business ecosystems [17].
In her study of newmedia ecology, Zeng gang argues that the
characteristics of new media ecology are digital, interactive,
hypertextual, networked, and virtual reality [18].

*rough the previous research, we can know that the
existing information fusion algorithms are not very effective
in real-world application of the game. All algorithms have
their advantages and disadvantages. We need an algorithm
that integrates the advantages of all algorithms. *ese
characteristics, although somewhat related, are not char-
acteristics of the digital publishing ecosystem. However,
most enterprises only pay attention to the research of data
mining technology and are not yet aware of the importance
of data preparation for data mining.

3. Digital Industry Chain Big Data Information
Fusion Algorithm Analysis

3.1. Big Data Information Fusion Algorithm Design. A
probabilistic graphical model is a general term for a model
that expresses probabilistic dependencies between variables
using a graph structure. In this way, the joint probability
distribution of all variables in the graph can be decomposed
into the product of a set of factors, each of which depends on
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only a connected subset of the random variables. Bayesian
networks are topologically ordered, i.e., the probability
distribution of a variable node depends only on the values
taken by its immediate parent node, independent of other
ancestor nodes:

xi xpre(i)+pa(i)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌xpa(i), (1)

where pa(i) denotes the set of parent nodes of xi and pre(i)

denotes the set of ancestor nodes of xi.
Neither traditional feedforward neural networks nor

convolutional neural networks can handle temporal infor-
mation in data well, and modelling long-distance semantic
dependencies between words are crucial to understanding
text content in text analysis tasks. Also, traditional neural
networks are only applicable to data of fixed length and
cannot handle data of variable length. *e recurrent neural
network (RNN) solves the above problems by introducing
recurrent structure and is widely used in natural language
processing and video processing. *e structure of RNN is
shown in Figure 1.

*e typical feature of RNN structure is cyclic connectivity
in adjacent moments, which enables the RNN to update the
current state based on past states and current input data.
Moreover, the weightmatrix of RNN is shared at all moments,
which is one of the outstanding advantages over feedforward
networks. However, due to the gradient disappearance and
gradient explosion problems, RNNs cannot capture the rel-
evant information when the distance between input data is
large. To deal with the long-term dependence of sequence
data, an improved long short-term memory (LSTM) is
proposed to deal with the long-term dependence of sequence
data, and the mathematical expression is

ft � σ Wfhht−1 + Wfhhtxt − bf􏼐 􏼑,

if � σ Wfhht−1 − Wfhhtxt − bi􏼐 􏼑,

ct � tanh Wchht−1 + Wcxhxxt + bi( 􏼁,

ci � fici−1 − iict,

ot � σ Wohht−1 + Woxhtxt − bo( 􏼁,

hf � ot × tanh ct( 􏼁,

(2)

where ft denotes the memory state of the LSTM, if denotes
the hidden state of the LSTM output, and Wfh denotes the
new information in the input. When updating the memory
state, the input gate ht determines how much new infor-
mation can be stored in the memory state, the forgetting gate
bf determines how much of the previous moment’s memory
state is discarded, and the output gate ot can determine the
output based on the memory state. *e LSTM solves or
mitigates the gradient. *e LSTM solves or mitigates the
problem of gradient disappearance and gradient explosion,
enables long-range dependent memory, and adaptive ad-
dition and deletion of information through a gating
mechanism. *e structure of the LSTM can be easily ex-
tended to handle other forms of data, such as trees, graphs,
and multidimensional data, and can be combined with
convolutional neural networks [19].

To better model the topic-word association, the model
splices the topic vector ec with the word representation H1
and uses a new RNN to process the spliced word vector to
obtain a topic-sensitive high-level word representation
H2 � RNNs(H1.ec), and H2 highlights the topic-related
features of the words. With H2 as input, the model uses the
attention module ATasp to obtain the topic representation of
the sentence vh

a:

v
h
a, βa � ATasp H2, ec( 􏼁. (3)

*e expression for the calculation of ATasp is

Ma � tanh WhH2 − Wcec ⊗ L( 􏼁,

αa � softmax w
T
a Ma􏼐 􏼑,

v
h
a � H2αa,

(4)

where Wh, Ma, and wa are model parameters and ec denotes
repeating the column vector ce horizontally L times. *e
high-level topic representation vector vh

a is a weighted
summation of all positional word representations using the
attentional importance score as a weight. Since H2 may
discard the semantic information of the words themselves in
the process of fusing topics, the model uses to integrate the
information of H1 to obtain the low-level topic represen-
tation vh

a � H2. Similarly, the attention module Tasp αa is
used to obtain the sentiment representation of the sentence
Ma and Wc. *e model also introduces a shared attention
model Tasp to generate sentence representations vs common
to both topic identification and sentiment analysis tasks,
modelling the semantic association between topic and
sentiment.

Most algorithms consider only one aspect of meta-
information and ignore other factors, which can easily result
in the loss of useful information. Second, the model does not
develop different fusion strategies when incorporating au-
thor and citation information according to the different ways
of their influence on the distribution of paper topics and
cannot effectively use the knowledge of different metadata.
In general, an author is involved in a relatively wide range of
research areas, and a document will only contain a limited
number of topics. *us, the topic distribution of a paper is
partially correlated with the interest preferences of a single
author. In other words, two documents with a citation re-
lationship may have very similar topics or only a small part
of their content may be related. *erefore, the general al-
gorithm’s strategy of driving the subject distribution of
documents linked together as close as possible is not
reasonable.

First, there is a clear difference in nature between the
distribution of paper topics and the distribution of authors’
topic interests. According to common sense, an author may
be involved in several academic fields at the same time and
be interested in different topics under the same field, making
the corresponding topic interest distribution more dispersed
with many elements taking large values. In contrast, a paper
tends to address only a few closely related topics, with amore
concentrated topic distribution. *us, the distribution
characteristics of the topics of a paper and a single author are
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inconsistent, which can adversely affect the results of the
model if they are directly equated by summation without
considering the essential differences between them, as shown
in Table 1.

Second, in many cases, the distribution of topics in
papers where citation relationships exist is not necessarily
exactly similar. It is observed that a paper will cite a large
number of references, but different references contribute
differently to the content of the paper: some introduce
background knowledge, some provide the necessary theo-
retical and technical foundations, some are historical liter-
ature on the same topic that is closely related to the paper,
and some even cite just to ensure the completeness of the
paper and have no significant relationship with the topic of
the paper [20]. As an example, in the LDA paper, the authors
propose a new probabilistic graph model and estimate the
parameters of the model using a variational inference ap-
proach, and finally, they apply themodel to text classification
and collaborative filtering tasks. When other papers cite the
LDA paper, they may be interested in the probabilistic graph
structure of LDA, or they may need to refer to the variational
inference method in the paper, or theymay even just use it as
a comparison algorithm for text classification experiments.
Due to this complexity of the reasons for citation formation,
although the topics of papers on the same edge in the citation
network are related to some extent, the topic distributions of
the two do not necessarily match. If the similarity of the topic
distributions of connected papers is directly maximized
without discrimination, it may mislead the model.

3.2. Experimental Design of Information Fusion in the Digital
Publishing Industry Chain. *e purpose of studying digital
publishing ecological chain is to build a healthy and sus-
tainable digital publishing ecological chain, and this requires
not only understanding the basic theory of digital publishing
ecological chain but also following certain principles and
requirements to make the constructed digital publishing

ecological chain scientific, reasonable, and in line with the
development of digital publishing enterprises.

*is requires improving the digital publishing envi-
ronment faced by digital publishing enterprises, adjusting
the activities of digital publishing enterprises, promoting the
formation and development of the digital publishing eco-
logical chain, and ultimately realizing the construction of the
digital publishing ecological chain. *is section focuses on
the principles and requirements for the construction of
digital publishing ecological chain, the ways, and paths of the
construction, and the key measures for the construction, to
provide a reference for the construction of digital publishing
ecological chain.

According to the characteristics of the template, the
spatial filtering can be divided into two types: linear and
nonlinear. Linear spatial filtering is often based on Fourier
analysis, while nonlinear spatial filtering usually operates
directly on the neighbourhood. According to the function of
the spatial filter, the spatial filter can be divided into two
types: a smoothing filter and a sharpening filter. *e
smoothing filter can be implemented with a low-pass filter,
and the purpose is to blur the image (extract larger objects in
the image to eliminate small objects or connect small dis-
continuities of objects) or eliminate image noise; the
sharpening filter is implemented with high-pass filtering,
and the purpose is to emphasize the details of the image
being blurred.

*e construction of digital publishing ecological chain is
not a blind act but has its construction principles. In the
construction of digital publishing ecological chain, the
construction principles are not only the constraints that
must be observed to improve the ecological efficiency of
digital publishing and promote the virtuous cycle of digital
publishing development but even include some other
constraints that need to be observed such as improving the
environment and relationships. *e improvement of the
general environment mainly relies on the government’s
macrocontrol and active foreign policy, as well as the various
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Figure 1: Schematic diagram of RNN structure.
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support roles provided by the government or industry au-
thorities for the industry development. For example, pro-
viding digital publishing development bases, creating digital
publishing industrial parks, encouraging digital publishing
technology innovation, reducing administrative licenses for
digital publishing, and improving comprehensive digital
publishing services can improve the general environment of
digital publishing. Of course, the most worthy of im-
provement is still the specific environment, such as the
development environment of e-books and the development
environment of knowledge bases, because the improvement
of the specific digital publishing environment has a direct
driving effect on the development of this type of digital
publishing, so it is also the most effective, as shown in
Figure 2.

Private Student Loans is information on students’ loan
behaviour through national policies. Teacher Loan For-
giveness Program is information on the loan behaviour of
teachers through national policies.*e data fusion described
in this paper is the fusion of multiple sources of data, such as
databases and knowledge bases from publishers and li-
braries, which can make full use of the complementary
nature of multiple sources of data and the high-speed
computing and intelligence of electronic computers to
improve the quality of the resulting information [21, 22].*e
key fusion object is the digital resource entity, which focuses
on solving the problem of cross-system access to data and
pays less attention to the content of data. We use a fusion
algorithm that integrates multiple algorithms. We use 80%
of the data as the training set for algorithm training and 20%
as the test set for algorithm verification.

Information fusion is the process of obtaining relevant
information from multiple information sources, such as
sensors, databases, knowledge bases, and humans them-
selves, and filtering, correlating, and integrating them to
form a representation architecture that is suitable for
obtaining relevant decisions; it involves multivariate deci-
sion problems, i.e., the process of completing a given fusion
decision task according to the decision task and the multiple
information resources available to it, which can be ac-
complished through one. *is process can be accomplished
in one or more fusion processes. *e information fusion
described in this paper is the fusion of multiple sources of
information, such as databases and knowledge bases from
publishers and libraries, which can be used to derive more
effective information and improve the effectiveness of the
whole system by optimizing the combination of informa-
tion. Specifically, the integration of information services

between publishers and libraries in the digital era refers to an
integrated information service environment in which users
can access digital resources provided by collaborating
publishers and libraries through a single interface and from
multiple perspectives without feeling the process of
switching between resources and services. It relies on the
concept of information organization, using information
links, information portals, and other customary methods to
describe and link digital resources of different nature,
sources, and formats with a single standard, so that inde-
pendent resource entities can form associations; its core
integration object is the relationship between digital re-
source entities, focusing on revealing, linking, and linking
the relationship between information, to implement users
rely on a single portal to achieve their information service
needs. *e core object of integration is the relationship
between digital resource entities, which focuses on revealing,
linking, and linking information, to implement users’ reli-
ance on a single portal to achieve the satisfaction of their
information service needs.

4. Analysis of Results

4.1. Analysis of the Performance Results of the Fusion
Algorithm. In this article, all the data are collected by us, the
total number of data is 80,000, of which 64,000 days are used
for training themodel in the training set, and 16,000 are used
for the test mode.

We conducted experiments in two areas: a sentiment
classification task for a given topic and joint topic detection
and sentiment classification task, denoted as Task 1 and Task
2, respectively. Given a sentence, the sentiment classification
task for a given topic predicts the sentiment expressed by the
sentence on a given topic, while the joint topic detection and
sentiment classification task requires the model to determine
all occurrences of tuples talked about in the sentence without
additional information, and the tuple is judged to be cor-
rectly classified only when both components of the tuple are
correctly predicted. *e classification accuracy and score
were used as indicators to evaluate the classification quality
of the model. Since sentiment classification is a triple
classification problem, the experiments used macro-F1 as a
measure of overall classification effectiveness, and the results
are shown in Figure 3.

To combine specific topic information, the model first
stitches the topic representation vectors to the word vectors
of all words in the sentence and inputs them to the bidi-
rectional LSTM to generate the hidden representations of
the words. *e model is based on a convolutional neural
network and gating mechanism, using different convolu-
tional filters to compute n-gram syntactic features with
different granularity, and gating Tanh-ReLU unit to control
the flow of sentiment information to the pooling layer, thus
removing the sentiment features that are irrelevant to the
topic or unimportant to the whole sentence. Since both the
convolutional operation and the gating unit can be com-
puted in parallel, the model is trained more efficiently.

Figure 4 shows the classification accuracy and macro-F1
of different algorithms on Task 1 with bold and add

Table 1: Variables and their meanings.

Variables Meaning Value
D Number of papers 2
A Number of authors 3
K Number of topics 4
N Number of words in paper d 5
C Citation indicator variable 6
D, A, K, N, and C indicate that the parameter symbols are D, A, K, N, and C,
respectively.

Complexity 5



www.manaraa.com

underline operations for the best experimental results and
the suboptimal results under each evaluation metric, re-
spectively. As can be seen from the table, the SSFTM model
proposed in this paper achieves the best classification results
on all three datasets, and the accuracy is improved by 0.92%,
0.62%, and 0.66%, and the F1 scores are improved by 0.65%,
0.51%, and 0.56%, respectively, compared with the subop-
timal results.

Meanwhile, the performance of GCAE based on
convolutional neural networks is significantly lower than
that of other models based on recurrent neural networks,

such as CAN and AS-Capsules, indicating that despite
higher computational efficiency, convolutional neural
networks cannot have captured long-distance depen-
dencies between word sequences and discourse order
features, which are not conducive to extracting the the-
matic and sentiment information embedded in sentences.
Moreover, we observed that despite the same use of at-
tentional mechanisms to construct topic-related sentence
representations.

To make full use of the attention mechanism to extract
topic-related attribute features and sentiment features in

Publisher’s library

Private student loans

Integration of data services and
knowledge service

Teacher loan forgiveness
program

Smart serviceWisdom

IntegrationKnowledge

Knowledge serviceInformation

ConvergenceData

Information service Integration

Figure 2: Hierarchy of information integration of publishing organizations in the digital age.
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sentences and, at the same time, improve the model’s
adaptability to complex sentences containing multiple topics
or negative structures, the SSFTM model uses different
modules to process sentences sequentially in amultilevel and
all-round way, with a clear division of labor and close co-
operation among the modules. To verify the effectiveness of
the above-proposed improvement methods on the topic
sentiment classification task, a set of comparison experi-
ments were designed to remove one of the improvement
methods separately and explore the degree of contribution of
each improvement method to improve the classification
results.

Figure 5 shows the classification results of the different
comparison models on the sentiment classification task for a
given topic. *e performance of all the comparison models
undergoes some degree of degradation compared to SSFTM.
Among them, the performance of the SSFTM-M model,
which eliminates the hierarchical attention network, un-
dergoes a significant degradation, proving that the pure
reliance on RNNs cannot adequately model the semantic
association between disjoint words and that the single-layer
attention network is limited in its ability to extract attribute
words and sentiment words, thus demonstrating the effec-
tiveness of the hierarchical attention structure in mining
indirect dependencies between words. Meanwhile, the
performance of SSFTM-C is also significantly weaker than
the other models, indicating that attribute words and sen-
timent words have certain correlations and complemen-
tarities, and making full use of these correlations helps the
model to accurately capture insignificant attribute and
sentiment information in sentences. *e classification

accuracy of the SSFTM-S model on both datasets occurs in
equal magnitude, indicating that sparse regular terms in
most cases are can effectively improve the attention
mechanism and exclude the interference of irrelevant noise
information.
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Figure 4: Classification results of different algorithms on Task 1.
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Figure 5: Classification accuracy of the contrast model on the
sentiment classification task for a given topic.
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4.2. Analysis of Information Fusion Results of Digital Industry
Chain. *e sample data taken for the population analysis
based on e-book reviews are still analysed with the data of
travel e-books in Jingdong, and the analysis is carried out
specifically on the time when the works were released (in
years) and the situation of the works being reviewed. In the
actual operation process, excluding some works with no
marking of time, the remaining 975 e-books are organized as
shown in Figure 6. Among them, the time of works is the
generation time of e-books; the number of reviewed works
indicates the number of reviewed works; the number of
works by year indicates the number of all works in a certain
publication year, and the number of works from 2011 to
2020 indicates the total number of works published in that
year that were reviewed from 2011 to 2020. *is is because
the generation of reviews may occur each year, and may not
occur each year, or may occur consecutively. *erefore, the
calculation of the number of reviewed works is taken as the
mean value. Of course, the analysis of the life cycle of the
digital publishing industry is also very necessary. Only by
properly understanding, the development dynamics of the
digital publishing industry can effective policies be formu-
lated promptly. From the national level, mastering the de-
velopment status of the digital publishing industry can
provide a theoretical basis for the national development
planning of the digital publishing industry and the intro-
duction of supporting policies and provide a good external
environment for the development of the digital publishing
industry.

From the perspective of enterprises, understanding the
development status of the whole industry enables digital
publishing enterprises to adjust their development strategies
and formulate their long-term plans promptly. Finally,
studying the life cycle of the digital publishing industry can
also provide a basis for the life cycle management and
evaluation of digital publishing enterprises. *e purpose of
this paper is to investigate whether the life cycle of digital
publications matches the development cycle of the digital
publishing industry and whether the current eco-efficiency
matches the development trend of the digital publishing
industry, as shown in Figure 7.

As can be seen from Figure 8, the weights of each pri-
mary index for evaluating the performance of integration of
knowledge services between publishing organizations and
libraries in the digital era, such as integration cost, inte-
gration quality, integration effect, and integration sustain-
ability, as well as the weights of the secondary indexes under
each primary index, are basically in line with the current
actual situation. *e establishment of the index system for
evaluating the performance of knowledge service integration
between publishing organizations and libraries in the digital
era and the determination of the weights of each index in this
paper have positive significance for the evaluation of the
performance of knowledge service integration between
publishing organizations and libraries in the real situation,
aiming to provide a certain reference for evaluating the
performance of knowledge service integration between
publishing organizations and libraries in the digital era and
promote, as shown in Figure 8. *e purpose is to provide

some reference for evaluating the performance of the in-
tegration of knowledge services between publishers and li-
braries in the digital era and to promote the integration of
knowledge services between publishers and libraries in the
digital era.

To analyse the effect comprehensively, it is necessary to
include both risk and performance in the study of the effect
of knowledge service integration between publishers and
libraries in the digital era. *is section first analyses the
composition of knowledge service integration effects, i.e.,
including knowledge service integration risks and knowl-
edge service integration performance. *en, the importance
of analysing the risk of knowledge service integration and
evaluating the performance of knowledge service integration
is pointed out. *en, the game relationship between
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publishers and libraries in the digital era is analysed using
the mathematical method of game theory, and it is learned
that the knowledge service integration between publishers
and libraries in the digital era is a non-zero-sum cooperative
game, and the main determinants of the game relationship
are analysed. *ese include the external risks of policy
constraints, potential competition, and unexpected situa-
tions, and the internal risks of trust, adverse selection, spill
over effects, and benefit distribution.

5. Conclusion

*is paper clarifies the concept of digital publishing eco-
logical chain and the types of participating subjects, solving
the previous controversial and confusing definitions, and at
the same time, it divides the structure of digital publishing
ecological chain into basic and derivative structures, dis-
tinguishing digital publishing activities from nondigital
publishing interactions. At the same time, this paper also
analyses the flow of resources in digital publishing, studies
the eco-efficiency of each subject in the digital publishing
ecosystem in digital publishing activities, and discovers
hidden problems, which not only provides new research
ideas and research methods for subsequent studies but also
reveals the problems of digital publishing activities. Finally,
this paper analyzes the various kinds of imbalances involved
in digital publishing, analyses the specific reasons for their
generation, and puts forward constructive opinions on the
regulation and optimization measures of the digital pub-
lishing ecological chain, which provides a good solution to
the current ecological problems. Moreover, considering that
the local topic information in sentences helps guide the
attention mechanism to get better attention distribution, the
model defines a local topic-aware module to extract the topic
information unique to each sentence and dynamically up-
date the global attribute vector and sentiment vector
adaptively. Meanwhile, to exploit the semantic association of
attribute words and sentiment words under the same topic
and synergistically enhance the model’s ability to extract

topic-related and sentiment-related information, the model
uses a tensor neural network to portray the correlation
between the two frommultiple perspectives and achieves the
propagation and interaction of the two complementary
information through a coupled multilayer attention network
to capture the long-range syntactic dependencies between
words. *e fusion algorithm I studied has high accuracy and
efficiency and combines the advantages of multiple algo-
rithms. *is algorithm can be used in the actual word
publishing industry chain, and it has a strong role and
significance. *e model also incorporates linguistic
knowledge to alleviate the problem of affective drift caused
by negation structure.
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